TWO-STAGE APPROXIMATION METHODS WITH EXTENDED B-SPLINES
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Abstract. We develop and analyze a framework for two-stage methods with EB-splines, applicable to continuous and discrete approximation problems. In particular, we propose a weighted discrete least squares fit that yields optimal convergence rates for sufficiently dense data on Lipschitz domains in $\mathbb{R}^d$.

1. Introduction

When approximating functions defined on some domain $\Omega \subset \mathbb{R}^d$, one can distinguish between meshless methods, like those using radial basis functions, and methods which are based on a partition of $\Omega$. Such a partition may or may not be adapted to the geometry of $\Omega$.

In the first case, which is standard for finite element discretizations of PDEs, the cells of the partition are chosen to conform with the domain boundary. The big advantage is an easy treatment of boundary data. However, stability and approximation properties of the resulting finite-dimensional function spaces depend on geometric properties of the partition, and determining good partitions requires considerable care. A further problem is concerning the construction of smooth piecewise polynomial bases whose complexity is rapidly growing with the required order of smoothness and the space dimension $d$.

In the second case, which is typically used in geometric modeling, the cells have a uniform structure independent of the shape of $\Omega$. Here, the well-known theory of tensor product B-splines or box-splines can be used to define spline spaces of arbitrary smoothness, but the required trimming of functions at the boundary is leading to severe problems: First, it may be difficult to comply with prescribed boundary values. Second, standard tensor product B-spline bases typically lose their stability when restricted to the domain. In [13], web-splines were introduced to overcome these difficulties. B-splines supported near the boundary of the domain are coupled with inner ones to stabilize the
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basis. Further, if homogenous boundary data are given, all basis functions are multiplied by a common weight function vanishing at the boundary.

In this paper, we will not consider boundary value problems so that no weight function has to be used. Rather, we will investigate approximation properties of extended B-splines (EB-splines). While some basic properties were already studied in [13, 11, 12], we will focus on local two-stage methods, as introduced by Schumaker in [21]. Such methods suggest optimal approximation rates without the need to solve large linear systems. Further, by an appropriate choice of the local approximation schemes, varying characteristics of the data to be approximated may be taken into account, see [7, 5, 6].

Clearly, the standard spline spaces on domains have the same optimal approximation properties established in [11] for their subspaces of EB-splines. Hence, ill-conditioning of, say, $L^2$-Gramian systems with respect to standard bases indicates numerical rather than principal problems when approximating some function $f: \Omega \to \mathbb{R}$. By the way, simple diagonal preconditioning may be sufficient for stabilization, see [19].

This situation changes completely when considering scattered data problems, where $f$ is known only at a finite set of data sites. Figures 1 and 2 illustrate the two main problems. In the first case, evenly distributed data sites and uniform knot vectors are used to approximate the function $f(x, y) = \sin(x) + y^2$ on the unit disk in the discrete least squares sense. Although the condition number of the Gramian is relatively high, the solution can be computed reliably. While the $l_2$-error at the data sites is less than $1.6 \cdot 10^{-2}$, Figure 1(b) reveals large deviations near the boundary. This problem, shown here in a particularly drastic case, is persistent, even when using very dense data sets. In the second case, the function $f(x, y) = 1 - x^2 - y^2$ is approximated on $[-0.5, 0.5]^2$ by bilinear polynomials. Here, a large number of data points lies on a segment of the circle obtained by projecting the intersection curve of the graphs of $s(x, y) = kx + 0.75$ and $f$ into the $xy$-plane. As illustrated in Figure 2(b), this uneven distribution of data sites forces the discrete least squares fit to deviate from $f$ by more than $k/24$, see the calculations in Example 5.3. These examples show that, in general, it is not possible to guarantee reasonably small approximation errors when applying the ordinary discrete least squares fits. Remarkably, this is still the method of choice in many applications, like reverse engineering or car body design.

In this paper, we develop and analyze a framework for two-stage methods with EB-splines, applicable to continuous and discrete approximation problems. In particular, we propose a weighted least squares fit which yields optimal convergence rates for sufficiently dense data on Lipschitz domains in $\mathbb{R}^d$. 
In the next section, we establish a Bramble-Hilbert-type lemma for sufficiently small subsets of $\Omega$ in the particular form required later on. In the third section, EB-splines and some of their basic properties are introduced. Then, in Section 4, two-stage methods for EB-splines are defined and analyzed. These results, which are fairly general, are specialized to local least squares techniques in Section 5. While the continuous case is easily settled, discrete problems require more care. We consider both standard least squares techniques and a weighted fit. The latter approach is easy to implement and yields qualitatively optimal approximation results for arbitrary, though dense, distributions.
of data sites. Finally, in Section 6, we confirm our theoretical results by numerical analysis of a sample problem.

2. LOCAL POLYNOMIAL APPROXIMATION

In this paper, we consider the approximation of functions on a bounded connected Lipschitz domain $\Omega \subset \mathbb{R}^d$, characterized as follows: For some numbers $\delta, \mu > 0$ and each $\ell$ in some finite index set $\Lambda \subset \mathbb{N}$, there is an open cube $Y_\ell := (0, \eta_\ell)^{d-1}$, a function $\zeta_\ell : Y_\ell \to [\delta, \infty)$ with Lipschitz constant
\[ \sup_{y,y' \in Y_\ell} \frac{|\zeta_\ell(y) - \zeta_\ell(y')|}{\|y - y'\|_{\infty}} \leq \mu, \]
and an isometric map $I_\ell : \mathbb{R}^d \to \mathbb{R}^d$ such that
\[ \Omega = \bigcup_{\ell \in \Lambda} I_\ell(\Omega_\ell), \quad \Omega_\ell := \{(y,z) \in Y_\ell \times \mathbb{R} : 0 < z < \zeta_\ell(y)\}. \]
Further, the sets $I_\ell(\Omega_\ell)$ overlap such that the subsets $\Omega'_\ell := \{(y,z) \in \Omega_\ell : \delta < y < \eta_\ell - \delta, z > \delta\}$ still provide a covering of $\Omega$, i.e., $\Omega = \bigcup_{\ell \in \Lambda} I_\ell(\Omega'_\ell)$.

Note that every bounded domain $\Omega$ with a locally Lipschitz boundary satisfies the above conditions for suitable $\mu$ and $\delta$. Indeed, in this case every point inside the domain belongs to a cube contained in $\Omega$, and every point on the boundary of $\Omega$ has a neighborhood whose intersection with the boundary is the graph of a Lipschitz continuous function [1]. By choosing a suitable cube inside this neighborhood, and then extracting a finite cover thanks to the compactness of $\Omega$, we will get the desired sets $\Omega_\ell$ and isometries $I_\ell$. However, the parameter $\delta$ introduced here plays a prominent role in our analysis as it provides an upper bound on the size of subsets for which various estimates hold, see e.g., Lemma 2.3 and equation (14). Therefore, for any given domain it is desirable to have $\delta$ as large as possible. It is not difficult to show, for example, that for the unit disk in 2D the above definition holds with any $\delta < \sqrt{2}/2$.

Let $p, p' \in [1, \infty]$ be a pair of conjugate exponents, related by $1/p + 1/p' = 1$. As usual, we set $1/p = 0$ for $p = \infty$. The Sobolev space $W^n_p(\Omega)$ of order $n \in \mathbb{N}$ is the closure of the set of smooth functions on $\Omega$ with respect to the norm
\[ \|f\|_{W^n_p(\Omega)} := \sum_{k \leq n} \|f|_{W^k_p(\Omega)}, \quad |f|_{W^k_p(\Omega)} := \sum_{|\alpha|=k} \|f^{(\alpha)}\|_{L^p(\Omega)}, \]
where $|\alpha| = \alpha_1 + \cdots + \alpha_d$ and $f^{(\alpha)} := \frac{\partial^{\alpha}f}{\partial x_1^{\alpha_1} \cdots \partial x_d^{\alpha_d}}$.

Let $\mathbb{P}$ be the space of real-valued $d$-variate polynomials. We define the subspace $\mathbb{P}^n$ of polynomials of coordinate order $n$ and the subspace
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\[ \tilde{P}_n \] of polynomials of total order \( n \) by

\[ P_n := \{ \pi \in \mathbb{P} : \pi^{(\alpha)} = 0 \text{ for all } \alpha \text{ with } \max_i \alpha_i = n \}, \]

\[ \tilde{P}_n := \{ \pi \in \mathbb{P} : \pi^{(\alpha)} = 0 \text{ for all } \alpha \text{ with } \|\alpha\| = n \}, \]

respectively. Clearly, \( \tilde{P}_n \subset P_n \).

Throughout the paper, the order \( n \in \mathbb{N} \), the space dimension \( d \geq 2 \), the exponent \( p \in [1, \infty] \), and the domain \( \Omega \) according to the above construction, are regarded as fixed parameters. Equally, some size factor \( r > 1 \) and some bound \( \kappa > 0 \) on the distortion of knot sequences, to be introduced in the next section, are fixed. To formalize the concept of generic constants, we introduce relations \( \preceq \) and \( \succeq \), defined as follows.

Given the fixed parameters \( n, d, p, \Omega, r, \kappa \), it is \( A \preceq B \) and \( B \succeq A \) if and only if there exists a positive real constant \( c \) such that \( A \leq cB \) for any instance of the real-valued terms \( A \) and \( B \) within some range defined in the context.

Definition 2.1. Given a continuous function \( \zeta : (0,1)^{d-1} \to [1,2] \), and an isometry \( I : \mathbb{R}^d \to \mathbb{R}^d \), the corresponding graph-bounded set \( \gamma \subset \mathbb{R}^d \) with scaling factor \( q > 0 \) is defined by

\[ \gamma := I(q\gamma_*), \quad \gamma_* := \{(y,z) \in (0,1)^{d-1} \times \mathbb{R} : 0 < z < \zeta(y)\}. \]

The Bramble-Hilbert Lemma is the key to establishing local approximation properties of splines. In principle, the following variant for the graph-bounded sets could be derived from results in [20], but we include a proof for the sake of completeness.

Lemma 2.2. For any graph-bounded set \( \gamma \) with scaling factor \( q \), and for any function \( f \in W_{p}^n(\gamma) \), there exists a polynomial \( \pi \in \tilde{P}_n \) with

\[ |f - \pi|_{W_{mp}^n(\gamma)} \preceq q^{n-m} |f|_{W_{np}^n(\gamma)}, \quad m \leq n. \]

Proof: Under isometries, \( \tilde{P}_n \) is invariant and Sobolev semi-norms change at most by a factor depending only on the order. Further, (1) is invariant with respect to scaling. Hence, without loss of generality, we may assume that the isometry \( I \) is the identity, and that \( q = 1 \), i.e., \( \gamma = \gamma_* \). Let \( \gamma_0 := (0,1)^{d-1} \subset \gamma \). By the Bramble-Hilbert Lemma [3], there exists a polynomial \( \pi \in \mathbb{P}_n \) such that

\[ |f - \pi|_{W_{mp}^n(\gamma_0)} \preceq |f|_{W_{np}^n(\gamma_0)}, \quad m \leq n, \]

We show that the same polynomial \( \pi \) satisfies the required estimate on \( \gamma \). To this end, we prove

\[ |f - \pi|_{W_{mp}^n(\gamma)} \preceq |f|_{W_{np}^n(\gamma)}, \quad m \leq n, \]

by induction on \( m \), decrementing from the case \( m = n \), which is trivial. Assume that the assertion is true for some \( m \leq n \). For any multi-index...
\( \alpha \) of total order \(| \alpha | = m - 1 \), consider the function \( \Delta := f^{(\alpha)} - \pi^{(\alpha)} \).

For \( y \in Y := (0,1)^d \) and \( 0 < z < \zeta(y) \), let

\[
\Delta_1(y,z) := \Delta(y,z/\zeta(y)), \quad \Delta_2(y,z) := \int_0^{\zeta(y)} |\partial_2 \Delta(y,t)| \, dt.
\]

Clearly,

\[
|\Delta(y,z) - \Delta_1(y,z)| = \left| \int_{z/\zeta(y)}^z \partial_2 \Delta(y,t) \, dt \right| \leq \Delta_2(y,z),
\]

which implies \(|\Delta| \leq |\Delta_1| + |\Delta_2|\). First, substituting \( u = z/\zeta(y) \) and using (2), we obtain

\[
\|\Delta_1\|_{L^p(\gamma)}^p \leq \int_0^{\zeta(y)} |\Delta(y,z/\zeta(y))|^p \, dz \, dy \leq 2 \int_0^1 |\Delta(y,u)|^p \, du \, dy
\]

\[
= 2 \|\Delta\|_{L^p(\gamma)}^p \leq \|f\|_{W^p_{\gamma}(\Omega)} \leq \|f\|_{W^p_{\gamma}(\gamma)}.
\]

Second, by Hölder’s inequality and the induction hypothesis,

\[
\|\Delta_2\|_{L^p(\gamma)}^p = \int_0^{\zeta(y)} |\Delta_2(y,z)|^p \, dz \, dy \leq 2^{p/p'} \int_0^{\zeta(y)} \int_0^{\zeta(y)} |\partial_2 \Delta(y,t)|^p \, dt \, dz \, dy
\]

\[
\leq 2^{1+p/p'} \int_0^{\zeta(y)} |\partial_2 \Delta(y,t)|^p \, dt \, dy = 2^p \|\partial_2 \Delta\|_{L^p(\gamma)}^p \lesssim \|f\|_{W^p_{\gamma}(\gamma)}.
\]

Combining the two estimates and summing over all \( \alpha \) concludes the proof. \( \Box \)

The size \(|\omega|\) of a set \( \omega \subset \Omega \) is defined as the max-norm of the diagonal of its bounding box. Polynomial approximation in a neighborhood of sufficiently small subsets of \( \Omega \) will be established by the following observation:

**Lemma 2.3.** For any subset \( \gamma \subset \Omega \) of size \(|\gamma| \leq \delta/(2\sqrt{d})\), there exists a graph-bounded set \( \gamma^* \) with scaling factor \( q := \sqrt{d}|\gamma| \) and size \(|\gamma^*| \leq (d+1)|\gamma|\), such that \( \gamma \subset \gamma^* \subset \Omega \). Hence, there exists a polynomial \( \pi \in \mathbb{P}^n \) such that

\[
|f - \pi|_{W^p_{\gamma^*}(\gamma)} \lesssim |\gamma|^{n-m} |f|_{W^p_{\gamma^*}(\gamma)}, \quad m \leq n.
\]

**Proof:** Let the index \( \ell \in \Lambda \) be chosen such that \( \gamma \cap I_\ell(\Omega_\ell^c) \) is not empty. There exists a cube \( \gamma' := (y',z') + (0,q)^d \) of size \( q \) containing the pre-image of \( \gamma \), i.e., \( I_\ell^{-1}(\gamma) \subset \gamma' \). Since \( q \leq \delta/2 \) and \( \gamma' \) contains points in \( \Omega_\ell^c \), we have \( q \leq y' \leq \eta_\ell - q \) and \( z' \geq q \). Hence,

\[
\gamma'' := \{ (y,z) \in (y',y' + q)^d : z' - q < z < \min(z' + q, \zeta(y')) \}
\]

is a graph-bounded set with scaling factor \( q \) and \( I_\ell^{-1}(\gamma) \subset \gamma'' \subset \Omega_\ell \), implying that \( \gamma^* := I_\ell(\gamma'') \) is a graph-bounded set with scaling factor \( q \) and \( \gamma \subset \gamma^* \subset \Omega \). The size of \( \gamma^* \) is bounded by \( q\sqrt{d+1} \leq (d+1)|\gamma| \).

The last statement follows from Lemma 2.2. \( \Box \)
3. Extended B-Splines

In this section, we give a brief introduction to the construction of extended B-splines and to some of their properties. More details on this topic can be found in the web-spline literature, e.g., in [11], [12].

Let

\[ T := [T^1, T^2, \ldots, T^d] \]

be a multivariate knot sequence for tensor product splines on \( \mathbb{R}^d \). For simplicity, we assume that the knots \( t^i_k \) forming the bi-infinite sequence \( T^i \) are strictly monotone increasing and diverging, i.e.,

\[ t^i_k < t^i_{k+1}, \quad i \in \mathbb{Z}, \]

and

\[ \lim_{i \to -\infty} t^i_k = -\infty, \quad \lim_{i \to \infty} t^i_k = \infty \]

for all \( i = 1, \ldots, d \). The grid cell \( \Gamma_k \) corresponding to the index \( k = (k^1, \ldots, k^d) \in \mathbb{Z}^d \) is defined as the half-open box \( \Gamma_k := [t^1_{k^1}, t^1_{k^1+1}) \times \cdots \times [t^d_{k^d}, t^d_{k^d+1}) \). Let \( l^i_k := t^i_{k+1} - t^i_k, i = 1, \ldots, d \), be the side lengths of \( \Gamma_k \). We assume that the cells are uniformly bounded, and define the grid width \( h \) as the maximal side length of all cells,

\[ h := \sup_k \max_{i=1}^d l^i_k. \]

The distortion of the knot sequence \( T \), defined as the maximal ratio of side lengths, is assumed to be bounded by some constant \( \varrho \),

\[ \left( \inf_{k \in \mathbb{Z}^d} \min_{i=1}^d l^i_k \right)^{-1} h \leq \varrho. \]

Thus, a lower bound for all side lengths is \( l^i_k \geq h/\varrho \). Throughout, the grid width \( h \in (0, h_0) \) is regarded as a variable, while the bound \( \varrho \) on the distortion is one of the fixed parameters. A specific value for the maximal grid width \( h_0 \) will be given in (14).

In the following definition of extended B-splines, we will not only consider the domain \( \Omega \) but also certain subsets thereof whose size is comparable to the grid width. Given some size factor \( r > 1 \), belonging to the list of fixed parameters, we define

\[ \mathcal{W}_T := \{ \omega \subset \Omega : \omega \text{ is measurable and contains a grid cell } \Gamma_k \} \]

\[ \widetilde{\mathcal{W}}_T := \{ \omega \subset \Omega : \omega \text{ is measurable and } |\omega| \leq rh \}, \]

\[ \mathcal{W}_T^r := \mathcal{W}_T \cap \widetilde{\mathcal{W}}_T. \]

Subsets \( \omega \in \widetilde{\mathcal{W}}_T \) are called local sets and those in \( \mathcal{W}_T^r \) local domains. Throughout, to avoid trivial cases, we assume that the knot sequence is chosen fine enough to guarantee that \( \Omega \) contains at least one grid cell, i.e., \( \mathcal{W}_T \) and \( \mathcal{W}_T^r \) are not empty. In particular, \( \Omega \in \mathcal{W}_T \).
For $k \in \mathbb{Z}^d$, the multivariate tensor product B-spline of coordinate order $n \in \mathbb{N}$ with respect to the knot sequence $T$ is denoted by

$$b_k(x) := b_{k_1}^1(x^1) \cdots b_{k_d}^d(x^d),$$

where each $b_{k_i}^i$ is a univariate B-spline of order $n$ with knots $T^i$. Its support is the box

$$s_k := [t^1_{k_1}, t^1_{k_1} + n] \times \cdots \times [t^d_{k_d}, t^d_{k_d} + n].$$

Given any $\omega \in W_T$, restricted grid cells and restricted supports are defined by

$$\Gamma_{\omega,k} := \Gamma_k \cap \omega, \quad s_{\omega,k} := s_k \cap \omega, \quad k \in \mathbb{Z}^d,$$

respectively. With

$$K_\omega := \{ k \in \mathbb{Z}^d : s_{\omega,k} \neq \emptyset \}$$

the index set of relevant B-splines, the space of restrictions to $\omega$ of all tensor product splines of coordinate order $n$ with respect to the knot sequence $T$ is given by

$$B_\omega^n := \text{span}\{ b_{k}\mid\omega : k \in K_\omega \}.$$

Multivariate extended B-splines (EB-splines) introduced by Höllig et al [13, 12] form a stable basis of a subspace of $B_\omega^n$, which is sufficiently large to provide full approximation power. For the sake of completeness, we briefly recall here the construction. The basic idea is to adjoin the splines with small support in $\omega$ to those whose supports overlap significantly with $\omega$. More precisely, the relevant B-splines are divided into two categories, namely the inner B-splines with indices in the set

$$I_\omega := \{ i \in \mathbb{Z}^d : s_{\omega,i} \text{ contains a grid cell } \Gamma_k \},$$

and the outer B-splines with indices in $J_\omega := K_\omega \setminus I_\omega$. A grid cell $\Gamma_k$ is called inner grid cell if it is entirely contained in $\omega$, i.e., $\Gamma_k = \Gamma_{\omega,k}$. The EB-splines $B_{\omega,i} : \omega \to \mathbb{R}$ are linear combinations of the inner B-splines $b_i$ with outer B-splines,

$$B_{\omega,i} := b_i\mid\omega + \sum_{j \in I_\omega} e_{i,j}b_j\mid\omega, \quad i \in I_\omega.$$ 

The weights $e_{i,j}$, called extension coefficients, are given by

$$e_{i,j} := \lambda_j^i p_{i,j}.$$ 

Here, $\lambda_j^i$ is the de Boor-Fix functional (see below) corresponding to the B-spline $b_j$, and $p_{i,j}$ is the polynomial in $\mathbb{P}^n$ that agrees with $b_i$ on the inner grid cell “closest” in a sense to the center of the support of $b_j$, see [13, 12]. The support of $B_{\omega,i}$ is denoted by $S_{\omega,i}$, and the relation

$$s_{\omega,i} \subset S_{\omega,i}.$$
accounts for the 'E' in EB-splines. By construction, each support $S_{\omega,i}$ contains at least one inner grid cell. Below, $\Gamma'_i$ denotes one of these inner grid cells,

\begin{equation}
\Gamma'_i \subset S_{\omega,i}, \quad i \in I_\omega.
\end{equation}

The choice of $\Gamma'_i$ is arbitrary in the sense that it does not affect the qualitative form of our estimates. However, in applications, an appropriate choice might yield quantitative improvement.

The space $\mathcal{B}_\omega^n$ of extended splines on $\omega$ is spanned by the set of EB-splines,

\begin{equation}
\mathcal{B}_\omega^n := \text{span}\{B_{\omega,i} : i \in I_\omega\} \subset \mathcal{B}_\omega^n.
\end{equation}

It is important to note that $\mathcal{B}_\omega^n$ includes the space of all polynomials of coordinate order $n$ on $\omega$,

\begin{equation}
P^n \subset \mathcal{B}_\omega^n.
\end{equation}

Collecting all EB-splines in a column vector $B_{\omega} := [B_{\omega,i}]_{i \in I_\omega}$ and a sequence of real control points in a row vector $a_\omega := [a_i]_{i \in I_\omega}$, extended splines can be written as

\begin{equation}
a_\omega B_{\omega} := \sum_{i \in I_\omega} a_i B_{\omega,i} \in \mathcal{B}_\omega^n.
\end{equation}

Both for local domains $\omega \in \mathcal{W}_T^*$ and for the global domain $\Omega$, EB-splines are bounded in the following way:

\textbf{Lemma 3.1.} For $\omega \in \mathcal{W}_T^* \cup \{\Omega\}$, the size of the support of EB-splines satisfies

\begin{equation}
h \ll |S_{\omega,i}| \ll h, \quad i \in I_\omega.
\end{equation}

The extension coefficients are bounded by

\begin{equation}
\sum_{j \in J_\omega} |e_{i,j}| \ll 1, \quad i \in I_\omega.
\end{equation}

\textbf{Proof:} Clearly, $|S_{\omega,i}| \geq h/\rho$. In the local case $\omega \in \mathcal{W}_T^*$, we have $|S_{\omega,i}| \leq rh$ by definition of $\mathcal{W}_T^*$. The bound on the extension coefficients can be established as follows: By affine invariance of the EB-splines construction, we may assume $h = 1$ without loss of generality. The extension coefficients depend continuously on a finite number of knots so that boundedness is implied by a compactness argument. In the global case $\omega = \Omega$, the proof follows immediately by specializing the arguments in [12] to the case of knot sequences with bounded distortion.

We note that the constants hidden in the inequalities of the lemma depend crucially on $r$ in the local case, and on $\mu$ in the global case.

The next lemma summarizes the key stability properties of EB-splines: Up to a normalization factor, they are uniformly stable with respect to $p$-norms, and satisfy a Bernstein-type inequality.
Lemma 3.2. For any set $\omega \in \mathcal{W}_T^* \cup \{\Omega\}$, any sequence $a_\omega$ of control points, and any $m \leq n$, it is

\begin{align}
&h^{d/p}\|a_\omega\|_p \leq \|a_\omega B_\omega\|_{L^p(\omega)} \leq h^{d/p}\|a_\omega\|_p \\
&|a_\omega B_\omega|_{W^{m,p}(\omega)} \leq h^{d/p-m}\|a_\omega\|_p.
\end{align}

Proof: The estimate (6) is an immediate consequence of Theorem 9 in [12]. To prove (7), we only consider the case $p < \infty$, which is slightly more involved than $p = \infty$. Let

$$I_k := \{i \in I_\omega : \Gamma_{\omega,k} \cap S_{\omega,i} \neq \emptyset\}$$

and $a^k := [a_i]_{i \in I_k}$. First, the number of indices in $I_k$ is $\#I_k = n^d$ so that $\|a_i\|_1 \leq n^{d/p}\|a^k\|_p$. Second, it is known that $\|b_i^{(\alpha)}\|_{L^\infty(B^n)} \approx h^{-|\alpha|}$ for any $k \in \mathbb{Z}^d$ and any multi-index $\alpha$ with $|\alpha| = m$. Hence, by (5),

$$\|B_{\omega,i}^{(\alpha)}\|_{L^\infty(\mathbb{R}^d)} \approx h^{-|\alpha|}, \quad i \in I_\omega.$$

Third, the volume of $\Gamma_{\omega,k}$ is bounded by $\text{vol}(\Gamma_{\omega,k}) \leq h^d$. Together, we obtain

$$\|a_\omega B_{\omega,i}^{(\alpha)}\|_{L^p(\Gamma_{\omega,k})} \leq h^{-|\alpha|} \text{vol}(\Gamma_{\omega,k})^{1/p}\|a_i\|_1 \leq h^{d/p-|\alpha|}\|a^k\|_p.$$

Therefore,

\begin{align*}
\|a_\omega B_{\omega,i}^{(\alpha)}\|_{L^p(\omega)}^p &= \sum_{k \in \mathbb{Z}^d} \left(\sum_{i \in I_\omega} |a_{\omega,i} B_{\omega,i}^{(\alpha)}|\right)^p_{L^p(\Gamma_{\omega,k})} \\
&\leq h^{d-|\alpha|} \sum_{k \in \mathbb{Z}^d} \sum_{i \in I_\omega} |a_{\omega,i}|^p = h^{d-|\alpha|} \sum_{i \in I_\omega} \sum_{k \in K_i} |a_{\omega,i}|^p \\
&\leq h^{d-|\alpha|} \sum_{i \in I_\omega} \#K_i |a_{\omega,i}|^p.
\end{align*}

By Lemma 3.1, the side lengths of supports are bounded by $S_{\omega,i} \approx h$, while the side lengths of grid cells are bounded by $l_k \geq h/\rho$. Hence, we obtain $\#K_i \leq 1$, and the proof is complete. \hfill \Box

We define the de Boor-Fix functionals $\lambda_i^* f$ corresponding to global EB-splines as follows: For a sufficiently smooth function $f$, let

$$\lambda_i^* f := \sum_{|\alpha| < n} (-1)^{(n-1)d-|\alpha|} \psi_i^{(n-1-\alpha)}(\tau_i) f^{(\alpha)}(\tau_i), \quad i \in I_\Omega.$$

Here, $\psi_i(x) := \psi_i^1(x^1) \cdots \psi_i^d(x^d)$,

$$\psi_i^j(x^j) := \frac{1}{(n-1)!} \prod_{l=1}^{n-1} (x^j - x_l^j),$$

for $i \in I_\Omega$. 

\(n - 1 - \alpha := (n - 1 - \alpha_1, \ldots, n - 1 - \alpha_d)\), and \(\tau_i\) is an arbitrary point in the interior of \(s_{\Omega,i}\). These functionals are bi-orthogonal to standard B-splines [2, Lemma IX.1], and hence also to global EB-splines,

\[\lambda_i^* B_{\Omega,k} = \delta_{i,k}, \quad i, k \in I_\Omega.\]

While being useful for many theoretical purposes, the de Boor-Fix functionals are of limited use in practice since they are only applicable to functions which are, at least locally, continuously differentiable up to order \((n - 1, \ldots, n - 1)\). This limitation can be overcome, for instance, by prepending an approximating polynomial, such as the average Taylor polynomial [3], before applying \(\lambda_i^*\). Here, we suggest a different process: Since tensor-product polynomials are reproduced by EB-splines, it is natural, and indeed computationally efficient to use the \(L^2\)-projection of \(f\) to the space of polynomials \(P^n\) as an intermediate approximation.

More precisely, let \(p^\alpha_i\) denote the normalized tensor product Legendre polynomials of degree \(\alpha \in \mathbb{N}_0^d\) on the inner grid cell \(\Gamma'_i \subset S_{\Omega,i}\),

\[\int_{\Gamma'_i} p^\alpha_i p^\beta_i = \delta_{\alpha,\beta}, \quad \alpha, \beta \in \mathbb{N}_0^d, \quad i \in I_\Omega.\]

Then the local \(L^2\)-projection operators \(L_i : L^1(\Gamma'_i) \to P^n\) are given by

\[L_i f = \sum_{\|\alpha\|_\infty < n} \left( \int_{\Gamma'_i} p^\alpha_i f \right) p^\alpha_i, \quad i \in I_\Omega.\]

We assume that the points \(\tau_i\) in (8) satisfy \(\tau_i \in \Gamma'_i, \quad i \in I_\Omega\), and define the functionals \(\lambda_i : L^1(\Gamma'_i) \to \mathbb{R}\) by

\[\lambda_i f := \lambda_i^*(L_i f) = \int_{\Gamma'_i} p_i f, \quad p_i := \sum_{\|\alpha\|_\infty < n} (\lambda_i^* p^\alpha_i) p_i^\alpha \in P^n.\]

For any function \(f \in L^1(\Omega)\), we set \(\lambda_i(f) := \lambda_i(f|_{\Gamma'_i})\).

Besides being applicable to functions which are barely integrable, these functionals have the following properties:

**Lemma 3.3.** The functionals \(\lambda_i\) are biorthogonal to EB-splines,

(9) \[\lambda_i B_{\Omega,k} = \delta_{i,k}, \quad i, k \in I_\Omega.\]

Further, they reproduce polynomials according to

(10) \[\sum_{i \in I_\Omega} (\lambda_i \pi) B_{\Omega,i} = \pi \quad \text{for any} \quad \pi \in P^n.\]

and are bounded on \(L^p(\Gamma'_i)\) by

(11) \[|\lambda_i f| \leq h^{d/p} \|f\|_{L^p(\Gamma'_i)}.\]
Proof: Clearly, \( \lambda_i \pi = \lambda_i^* (L_\pi) = \lambda_i^* \pi \) for any \( \pi \in \mathbb{P}^n \). Hence, \( \lambda_i B_{\Omega, k} = \lambda_i (B_{\Omega, k} | \Gamma_i') = \lambda_i^* (B_{\Omega, k} | \Gamma_i') = \delta_{i, k} \), which proves (9). By (4), \( \pi = a_\Omega B_{\Omega} \) for certain coefficients \( a_\Omega \), and hence
\[
\sum_{i \in I_\Omega} (\lambda_i a_\Omega B_{\Omega}) B_{\Omega, i} = \sum_{i \in I_\Omega} a_i B_{\Omega, i} = \pi.
\]
The estimate (11) is invariant under scaling and shifting knots. Hence, we may assume \( \Gamma_i' = [0, 1]^d \) without loss of generality. The number of knots influencing the polynomial \( p_i \) is at most \( (n-1)^d \) and, by boundedness of the distortion, they all lie in the compact set \( [-n\varrho, n\varrho]^d \). Hence, since \( p_i \) is depending continuously on these knots, \( \|p_i\|_{L^p(\Gamma_i')} \approx 1 \), and (11) follows from Hölder's inequality. \( \square \)

4. Two-stage methods

Let \( P_i : F(\omega_i) \to L^p(\Gamma_i'), i \in I_\Omega \), be a sequence of local approximation operators, where \( \Gamma_i' \subset S_{\Omega, i} \) as in (3), each local domain \( \omega_i \in \mathcal{W}_I^* \) satisfies \( \Gamma_i' \subset \omega_i \), and \( F(\omega_i) \subset L^1(\omega_i) \) is a suitable function space. Thus, beforehand, we assume essentially nothing but that each local approximation \( P_i(f_{\omega_i}), i \in I_\Omega \), is \( L^p \)-integrable on the inner grid cell \( \Gamma_i' \subset S_{\Omega, i} \). Keeping in mind that the operator \( P_i \) must not make use of function values outside the local domain \( \omega_i \), we write \( P_i f \) or \( P_i(f) \) instead if \( P_i(f_{\omega_i}) \) to simplify notation.

A two-stage method for EB-spline approximation proceeds as follows: First, the local approximations \( P_i(f) \) are determined. Second, a corresponding extended spline is computed by applying suitable dual functionals, for example \( \lambda_i \) defined in Section 3, to \( P_i(f) \).

Definition 4.1. The two-stage method \( \mathcal{P} \) corresponding to the local approximation operators \( [P_i]_{i \in I_\Omega} \) is defined by
\[
\mathcal{P} f := \sum_{i \in I_\Omega} (\lambda_i P_i(f_{\omega_i})) B_{\Omega, i}.
\]
The functionals \( \lambda_i \) used here could be replaced by any sequence of functionals corresponding to a quasi-interpolant of order \( n \), like the de Boor-Fix functionals \( \lambda_i^* \). However, our special choice guarantees a wide range of applicability by assuming low regularity of \( f \) and \( P_i(f) \), and the results and arguments are prototypical.

Now, we are going to derive estimates on the error of the spline approximation
\[
\Delta := f - \mathcal{P} f
\]
from the errors of the local approximations
\[
\Delta_i := f - P_i f, \quad i \in I_\Omega.
\]
For the sake of convenience, we introduce the notations
\[ \Delta_{i,p} := \| \Delta_i \|_{L^p(\Gamma_i)}, \quad \Delta_{\Omega,p} := \left[ \Delta_{i,p} \right]_{i \in I_{\Omega}}, \quad \| \Delta_{\Omega,p} \|_p = \left( \sum_{i \in I_{\Omega}} \Delta_{i,p}^p \right)^{1/p}. \]

We show that the Sobolev error of a two-stage method can be split into two terms, one of which is similar to the \( O(h^{n-m}) \)-error of the best approximation by EB-splines, and the second one that depends on the local errors \( \Delta_i \).

**Theorem 4.2.** For any function \( f \in W^n_p(\Omega) \), the error \( \Delta = f - P f \) is bounded by
\[
|\Delta|_{W^m_p(\Omega)} \lesssim h^{n-m} \left( |f|_{W^n_p(\Omega)} + h^{-n} \| \Delta_{\Omega,p} \|_p \right), \quad m \leq n.
\]

The proof is postponed until after Theorem 4.3 that gives a local error bound.

According to Lemma 3.1 there exists a constant \( c > 0 \) depending only on the fixed parameters \( n, d, p, \Omega, \rho \) such that
\[ |S_{\Omega,i}| \leq ch \]
for all \( i \in I_{\Omega} \). In the following, we assume that the grid width \( h \) is sufficiently small,
\[
h \leq h_0 := \frac{\delta}{2\sqrt{d}(r+2c)}.
\]

For any \( \sigma \in \tilde{W}_r \), let
\[ \gamma := \sigma \cup \bigcup_{i \in I_{\Omega}[\sigma]} \Gamma_i', \]
where \( I_{\Omega}[\sigma] \) denotes the set of indices corresponding to EB-splines not vanishing on \( \sigma \),
\[ I_{\Omega}[\sigma] := \{ i \in I_{\Omega} : S_{\Omega,i} \cap \sigma \neq \emptyset \}. \]

Since \( |S_{\Omega,i}| \leq ch \), we have
\[ |\gamma| \leq |\sigma| + 2 \max_{i \in I_{\Omega}[\sigma]} |S_{\Omega,i}| \leq (r+2c)h \lesssim \frac{\delta}{2\sqrt{d}}. \]

Thus, by Lemma 2.3, there exists a graph-bounded set \( \gamma^* \) with scaling factor \( \sqrt{d}|\gamma| \leq \sqrt{d}(r+2c)h \) such that \( \sigma \subset \gamma \subset \gamma^* \subset \Omega \). Lemma 2.2 guarantees
\[
|f - \pi|_{W^n_p(\gamma^*)} \lesssim h^{n-m} |f|_{W^n_p(\gamma^*)}, \quad m \leq n,
\]
for any function \( f \in W^n_p(\gamma^*) \) and a suitable \( \pi \in \mathbb{P}^n \). Note that the size of \( \gamma^* \) is bounded by
\[
|\gamma^*| \leq (d+1)|\gamma| \leq 2d(r+2c)h \lesssim h,
\]

**Theorem 4.3.** Let \( \sigma \) be any local subset and \( \gamma^* \) the corresponding graph-bounded set as defined above. Then
\[
|\Delta|_{W^n_p(\sigma)} \lesssim h^{n-m} \left( |f|_{W^n_p(\gamma^*)} + h^{-n} \max_{i \in I_{\Omega}[\sigma]} \Delta_{i,p} \right), \quad m \leq n,
\]
for any function \( f \in W^n_p(\gamma^*) \).
Proof: Let \( \pi \in \mathbb{P}^n \) be the polynomial approximating \( f \) on \( \gamma^* \) according to Lemma 2.2, and set \( \varepsilon := f - \pi \). Reproduction of polynomials according to (10) leads to the representation

\[
\Delta = \varepsilon - \sum_{i \in I_\Omega} (\lambda_i \varepsilon) B_{\Omega,i} + \sum_{i \in I_\Omega} (\lambda_i \Delta_i) B_{\Omega,i}
\]

of the error. Hence, for \( m \leq n \) and \( p < \infty \), the Bernstein inequality (7), applied to \( \sum_{i \in I_\Omega[\sigma]} (\lambda_i \varepsilon) B_{\Omega,i} \) and \( \sum_{i \in I_\Omega[\sigma]} (\lambda_i \Delta_i) B_{\Omega,i} \), yields

\[
|\Delta|_{W_m^p(\sigma)} \leq |\varepsilon|_{W_m^p(\sigma)} + h^{d/p-m} \left( \left( \sum_{i \in I_\Omega[\sigma]} |\lambda_i \varepsilon|^p \right)^{1/p} + \left( \sum_{i \in I_\Omega[\sigma]} |\lambda_i \Delta_i|^p \right)^{1/p} \right).
\]

The number of indices in \( I_\Omega[\sigma] \) is bounded by \( \# I_\Omega[\sigma] \leq (r^g + n)^d \leq 1 \). Hence, by equivalence of norms on \( \mathbb{R}^{\# I_\Omega[\sigma]} \), we obtain the estimate

\[
|\Delta|_{W_m^p(\sigma)} \leq |\varepsilon|_{W_m^p(\sigma)} + h^{d/p-m} \left( \max_{i \in I_\Omega[\sigma]} |\lambda_i \varepsilon| + \max_{i \in I_\Omega[\sigma]} |\lambda_i \Delta_i| \right),
\]

which is also valid for \( p = \infty \). We obtain using (11)

\[
|\Delta|_{W_m^p(\sigma)} \leq |\varepsilon|_{W_m^p(\sigma)} + h^{-m} \left( \max_{i \in I_\Omega[\sigma]} \|\varepsilon\|_{L_p(\Gamma_i)} + \max_{i \in I_\Omega[\sigma]} \|\Delta_i\|_{L_p(\Gamma_i)} \right).
\]

Since \( \Gamma_i \subset \gamma^* \) for all \( i \in I_\Omega[\sigma] \), the desired estimate follows from (15). The case \( p = \infty \) can be proven in a similar way.

We are now ready to prove our estimate for the global error.

Proof of Theorem 4.2: We only consider the case \( p < \infty \) as it is slightly more difficult than \( p = \infty \). We use the restricted grid cells as local subsets, \( \sigma_k := \Gamma_{\Omega,k} \in \mathcal{W}_T \), and write

\[
|\Delta|_{W_m^p(\Omega)} = \sum_k |\Delta_{W_m^p(\sigma_k)}|.
\]

By Theorem 4.3 and the equivalence of norms,

\[
|\Delta|_{W_m^p(\Omega)} \leq h^{(n-m)p} \left( \sum_k |f|_{W_m^p(\Gamma_k)} \right) + h^{-np} \sum_k \max_{i \in I_\Omega[\sigma_k]} \Delta^p_{i,p}.
\]

Since \( \Gamma_{\Omega,k} \subset \gamma^*_k \) and \( |\gamma^*_k| \leq 2d(r + 2c)h \), see (16), the number of sets \( \gamma^*_k \) containing any given point \( x \in \Omega \) is bounded by some constant. Equally, the number of times every term \( \Delta^p_{i,p} \) appears in the second sum is bounded by another constant. Hence,

\[
|\Delta|_{W_m^p(\Omega)} \leq h^{(n-m)p} \left( |f|_{W_m^p(\Omega)} \right) + h^{-np} \sum_{i \in I_\Omega} \Delta^p_{i,p},
\]

and the claim follows by the equivalence of norms, again.

\[\square\]
functionals can be applied if $P_i f$ is sufficiently smooth. Using similar arguments as above, one can show the error bounds

$$|\Delta|_{W^n_{\infty}(\Omega)} \leq h^{n-m} \left( |f|_{W^n_{\infty}(\Omega)} + \max_{i \in I_{\Omega}} \sum_{\|\alpha\|_{\infty} < n} h^{-n+|\alpha|} |\Delta^{(\alpha)}_i(\tau_i)| \right),$$

if $f \in W^n_{\infty}(\Omega)$, and

$$|\Delta|_{W^n_{\infty}(\sigma)} \leq h^{n-m} \left( |f|_{W^n_{\infty}(\gamma^*)} + \max_{i \in I_{\Omega}[\sigma]} \sum_{\|\alpha\|_{\infty} < n} h^{-n+|\alpha|} |\Delta^{(\alpha)}_i(\tau_i)| \right),$$

if $f \in W^n_{\infty}(\gamma^*)$, analogous to (13) and (17), respectively. Recall that $\tau_i$ are arbitrarily chosen points in the interiors of $s_{\Omega,i}$. This freedom can be used to obtain particularly local error bounds. For example, assume that $x \in \Omega$ lies in an inner grid cell $\Gamma_{\Omega,k}$, and $\sigma_x \subset \Gamma_{\Omega,k}$ is any open cube centered at $x$. Then we may choose $\gamma^*_x := \sigma_x$ as enclosing graph-bounded set. Further, it is possible to choose $\tau_i = x, i \in I_{\Omega}[\sigma_x]$, to obtain

$$|\Delta^{(\alpha)}(m)(x)| \leq h^{n-m} \left( |f|_{W^n_{\infty}(\sigma_x)} + \max_{i \in I_{\Omega}[\sigma_x]} \sum_{\|\alpha\|_{\infty} < n} h^{-n+|\alpha|} |\Delta^{(\alpha)}_i(x)| \right).$$

Now, we consider two-stage methods with additional properties. Recalling the bound (14) on the grid width $h$, we note that the local domains $\omega_i \in W^n_{\infty}$ used to define the local approximation operators $P_i$ are bounded by $|\omega_i| \leq rh \leq \delta/(2\sqrt{d})$. The enclosing graph-bounded domains corresponding to the $\omega_i$ according to Lemma 2.3 are denoted by $\omega^*_i, i \in I_{\Omega}$.

**Definition 4.5.** A two-stage method $\mathcal{P}$ is said to be of type $(n,p)$ if

- the local approximation operators reproduce polynomials according to $P_i(\pi) = \pi$ for all $i \in I_{\Omega}$ and $\pi \in \mathbb{P}^n$, and
- there exists $\nu_p \geq 1$ such that
  $$\|P_i(f) - P_i(g)\|_{L^p(\Gamma_i')} \leq \nu_p \left( \|f - g\|_{L^p(\omega_i)} + h^n|f - g|_{W^n_p(\omega_i)} \right)$$
  for all $i \in I_{\Omega}$ and $f, g \in W^n_p(\omega_i)$.

Note that $\nu_p$ is just a bound on the Lipschitz constants of the operators $P_i : W^n_p(\omega_i) \to L^p(\Gamma_i')$ with respect to suitably weighted Sobolev norms. For sequences of linear operators, as they are typically used in practice, $\nu_p$ is a bound on the norms of the operators $P_i$ in the appropriate function spaces. In particular, the stronger condition

$$\|P_i f\|_{L^p(\Gamma_i')} \leq \nu_p\|f\|_{L^p(\omega_i)}$$

implies $(n,p)$-type if $P_i$ are linear operators.

For a two-stage method of type $(n,p)$ the estimates of Theorems 4.2 and 4.3 simplify as follows:
Theorem 4.6. Consider a two-stage method of type \((n, p)\). For any local subset \(\sigma \subset \Omega\) there is a graph-bounded set \(\tilde{\sigma}\) containing \(\sigma\), with \(|\tilde{\sigma}| \leq h\), such that the approximation error \(\Delta := f - \mathcal{P} f \sigma\) is bounded by

\[
|\Delta|_{W^m_p(\sigma)} \leq \nu_p h^{n-m} |f|_{W^m_p(\tilde{\sigma})}, \quad m \leq n,
\]

for any function \(f \in W^m_p(\tilde{\sigma})\). Moreover,

\[
|\Delta|_{W^m_p(\Omega)} \leq \nu_p h^{n-m} |f|_{W^m_p(\Omega)}, \quad m \leq n,
\]

for any function \(f \in W^m_p(\Omega)\).

Proof: For a fixed \(i\), let \(\pi\) be the polynomial approximating \(f\) on \(\omega_i^*\) according to Lemma 2.3. By reproduction of polynomials,

\[
\Delta_i = (f - \pi) - (P_i(f) - P_i(\pi)) \quad \text{on} \quad \Gamma_i'.
\]

Hence, with \(\varepsilon := f - \pi\), the \((n, p)\)-type and Lemma 2.3 yield

\[
\Delta_{i,p} \leq \|\varepsilon\|_{L^p(\Gamma_i')} + \|P_i(f) - P_i(\pi)\|_{L^p(\Gamma_i')}
\leq \|\varepsilon\|_{L^p(\Gamma_i')} + \nu_p \left( \|\varepsilon\|_{L^p(\omega_i)} + h^n |\varepsilon|_{W^m_p(\omega_i)} \right)
\leq (1 + \nu_p) \left( \|\varepsilon\|_{L^p(\omega_i)} + h^n |\varepsilon|_{W^m_p(\omega_i)} \right)
\leq \nu_p h^n |f|_{W^m_p(\omega_i^*)}.
\]

Substituting this estimate into (17) leads to (19), where

\[
\tilde{\sigma} = \left( \sigma \cup \bigcup_{i \in \Omega[\sigma]} \omega_i \right)^*
\]

is obtained according to Lemma 2.3. Similarly, the global bound (20) follows by substituting the above estimate into (13) and using the fact that the number of sets \(\omega_i^*, \ i \in I_\Omega\), containing any point \(x \in \Omega\) is bounded by a constant. \(\square\)

5. LOCAL LEAST SQUARES

In this section, we discuss approximation properties of two-stage methods based on continuous and discrete least squares fits in local EB-spline spaces, respectively.

In general, local least squares fits \(P_i(f|\omega_i)\) can be obtained with the help of various approximation tools, such as polynomials or radial basis functions, see e.g. [7, 5]. In this paper we study local approximations from \(\mathcal{B}^n_{\omega_i}\), which has the big computational advantage that in this case the value of the dual functional \(\lambda_i(P_i(f|\omega_i))\) needed to form \(\mathcal{P} f\) coincides with the coefficient \(a_i\) of the \(i\)-th local EB-spline in the expansion \(\mathcal{P}_i(f|\omega_i) = a_i B_{\omega_i} \in \mathcal{B}^n_{\omega_i}\). Indeed, this follows from the fact that, since \(\Gamma'_i \subset \omega_i\), the functional \(\lambda_i\) satisfies \(\lambda_i B_{\omega_i,k} = \delta_{i,k}\) for all \(k \in I_{\omega_i}\), see Lemma 3.3. Hence, as soon as all local approximations have been computed, the control points of the two-stage fit \(\mathcal{P} f\) are obtained in
no time by utilising appropriate coefficients of the spline approxima- 
tants. Note that methods with similar advantages have been discussed 
in [16, 7, 18, 15] in the context of different spline spaces.

5.1. Continuous least squares. We start with considering local ap-
proximation in the $L^2$-sense. As before, let $\omega_i \in \mathcal{W}_i^p$, $i \in I_\Omega$, denote 
the local domains used to define the two-stage method $\mathcal{P}$, and let $\Gamma_i$ 
denote the corresponding inner grid cells. It is important to note that, 
in general, $\mathcal{B}_{\omega}^n \not\subset \mathcal{B}_{\Omega}^n$ since the local rules for attaching outer to inner 
B-splines may differ from the global ones. Now, we define the op-
erator $\tilde{\mathcal{P}}_i : L^1(\omega_i) \ni f \mapsto \tilde{a}_{\omega_i} B_{\omega_i} \in \mathcal{B}_{\omega_i}^n$
via the Gramian system $\tilde{G} \tilde{a}_{\omega_i} = \tilde{F}$, where 
\[ \tilde{G}_{j,k} := \int_{\omega_i} B_{\omega_i,j} B_{\omega_i,k}, \quad \tilde{F}_j := \int_{\omega_i} B_{\omega_i,j} f, \quad j, k \in I_\omega. \]

By Lemma 3.1, $|S_{\omega,j}| \gg h$, while $|\omega_i| \ll h$. Hence, the dimension of 
the Gramian system is bounded by some constant, $\#I_\omega \ll 1$. Clearly, 
if $f \in L^2(\omega_i)$, then $\tilde{\mathcal{P}}_i f$ is the best $L^2$-approximation of $f$ in $\mathcal{B}_{\omega_i}^n$, 
\[ \|f - \tilde{\mathcal{P}}_i f\|_{L^2(\omega_i)} = \inf_{s \in \mathcal{B}_{\omega_i}^n} \|f - s\|_{L^2(\omega_i)}. \]

It is easy to see that the two-stage method $\tilde{\mathcal{P}}$ corresponding to the local 
operators $\tilde{\mathcal{P}}_i$, $i \in I_\Omega$, has all desired properties.

**Theorem 5.1.** For any $p \in [1, \infty]$, the two-stage method $\tilde{\mathcal{P}}$ is of type 
(n, p), and $\nu_p \ll 1$.

**Proof:** Clearly, $\tilde{\mathcal{P}}$ is reproducing polynomials of order $n$. Since $\tilde{\mathcal{P}}_i$ 
is linear, it suffices to show that 
\[ \|\tilde{\mathcal{P}}_i f\|_{L^p(\Gamma_i)} \leq \|f\|_{L^p(\omega_i)}, \quad i \in I_\Omega, \]
for any $f \in L^p(\omega_i)$. That is, the constant $\nu_p$ depends only on the 
default parameters. Let us fix $i \in I_\Omega$ and drop the index $i$ of $\omega = \omega_i$ to simplify notation. Using (6) for $p = 2$, the smallest eigenvalue $\tilde{\lambda}_{\min}$ of 
$\tilde{G}$ can be estimated from below by means of the Rayleigh quotient of $\tilde{G}$ and Lemma 3.2, 
\[ \tilde{\lambda}_{\min} = \min_{a_{\omega} \neq 0} \frac{\langle a_{\omega}, \tilde{G}, a_{\omega} \rangle}{\|a_{\omega}\|_2^2} = \min_{a_{\omega} \neq 0} \frac{\|a_{\omega} B_{\omega}\|_{L^2(\omega)}^2}{\|a_{\omega}\|_2^2} \gg h^d. \]

As shown above, the dimension of $\tilde{G}$ is bounded by a constant. Hence, 
by equivalence of norms, the inverse of $\tilde{G}$ is bounded by 
\[ \|\tilde{G}^{-1}\|_p \lesssim \|\tilde{G}^{-1}\|_2 = \tilde{\lambda}_{\min}^{-1} \ll h^{-d}. \]

Using Hölder’s inequality and (6), we see that the components of $\tilde{F}$ are 
bounded by 
\[ |\tilde{F}_j| \leq \|B_{\omega,j}\|_{L^p(\omega_i)} \|f\|_{L^p(\omega)} \ll h^{d/p}. \]
Consequently, \( \|\tilde{a}_\omega\|_p \leq \|\tilde{G}^{-1}\|_p \|\tilde{F}\|_p \lesssim h^{-d/p} \|f\|_{L^p(\omega)} \), and, using (6) again,
\[
\|\tilde{P}_l f\|_{L^p(\Gamma'_l)} \leq \|\tilde{a}_\omega B_\omega\|_{L^p(\omega)} \lesssim \|f\|_{L^p(\omega)}.
\]

Lemma 3.2 also yields the bound \( \tilde{\lambda}_{\max} \lesssim h^d \) on the maximal eigenvalue of \( \tilde{G} \), implying that the condition number is bounded uniformly in \( h \), i.e., \( \text{cond}_2 \tilde{G} = \tilde{\lambda}_{\max}/\tilde{\lambda}_{\min} \lesssim 1 \). Hence, the linear two-stage method \( \tilde{P} \) combines optimal error bounds with numerical stability.

5.2. Discrete least squares on scattered data. While the proper functionality of continuous least squares fits depends on nothing but our assumptions on the shape of \( \Omega \) and upper bounds on the grid width, the distortion, and the size of local domains, scattered data problems require more care. For instance, as shown in the introduction, problems may occur near the boundary and for unevenly distributed data.

Let \( \Xi := \{\xi_\ell\}_\ell \) be a finite set of data sites \( \xi_\ell \in \Omega \), and let \( f_\ell := f(\xi_\ell) \) be the corresponding values sampled from some function \( f \in C^0(\Omega) \). Assuming continuity is necessary to make sure that point evaluation is well defined. A straightforward approach to constructing local operators \( P_i \) is to compute a discrete least squares fit of the data \( (\xi_\ell, f_\ell) \) in \( S_{\Omega,i} \) or, more generally, in a local domain \( \omega_i \in W^\ast_T \) containing the inner grid cell \( \Gamma'_i \). Clearly, if no further assumptions on the data density and distribution are made, the sets \( \omega_i \) have to be carefully chosen to ensure that the data sites in \( \Xi_{\omega_i} := \Xi \cap \omega_i \) provide sufficient information to compute reasonable local approximations \( P_i f \) on \( \Gamma'_i \).

Assuming that \( \Xi_{\omega_i} := \Xi \cap \omega_i \) is a total set for \( \mathcal{B}^n_{\omega_i} \), i.e., \( s \in \mathcal{B}^n_{\omega_i} \) and \( s|_{\Xi_{\omega_i}} = 0 \) implies \( s = 0 \), the local discrete least squares fit \( \bar{P}_i \), can be defined uniquely by
\[
\|(f - \bar{P}_i f)|_{\Xi_{\omega_i}}\|_2 = \min_{s \in \mathcal{B}^n_{\omega_i}} \|(f - s)|_{\Xi_{\omega_i}}\|_2.
\]
This defines the operator \( \bar{P}_i : C^0(\omega_i) \to L^\infty(\Gamma'_i) \) for each \( i \in I_{\Omega} \). Clearly, the corresponding two-stage method \( \bar{P} \) is of type \((n, \infty)\) if the norms \( \|\bar{P}_i\|, i \in I_{\Omega} \), of the above operators are uniformly bounded. In general, this will not be the case.

If the scattered data \( \Xi \) are too sparse, it may be impossible to find \( \omega_i \) such that \( \Xi_{\omega_i} \) is a total set for \( \mathcal{B}^n_{\omega_i} \), and even if \( \Xi_{\omega_i} \) is a total set, it may happen that the local data sites are ill-distributed such that the norms \( \|\bar{P}_i\| \) cannot be bounded. To handle such data with a two-stage method, more complicated adaptive algorithms may be applied. In particular, the methodology of \([4, 7]\) can be adopted, such that \( \|\bar{P}_i\| \) is estimated using the minimum singular value of the collocation matrix obtained by evaluating the local EB-splines at the data sites. We leave the development of such algorithms for future research.

However, to begin with, we show the boundedness of \( \|\bar{P}_i\| \) under two additional assumptions: sufficient density of the data and boundedness
of the number of the data sites in each spline cell. As usual, the density of a subset \( X \subset Y \subset \mathbb{R}^d \) is measured by the fill distance
\[
fd(X, Y) := \max_{y \in Y} \min_{x \in X} \|x - y\|_2.
\]

Since \( s|_{\Gamma_i} \) is a polynomial, by Markov inequality there exists a constant \( \beta \) depending only on \( n \) and \( d \) (e.g., \( \beta = 2(n-1)^2\sqrt{d} \)), such that
\[
\max_{y \in \Gamma_i} \|\nabla s(y)\|_2 \leq \frac{\beta}{h} \|s\|_{L^\infty(\Gamma_i)}, \quad \text{for all } s \in \mathcal{B}_n, \ i \in I_\Omega.
\]

**Theorem 5.2.** Assume that
- the data sites \( \Xi \) are sufficiently dense in \( \Gamma_i \) in the sense that
\[
fd(\Xi \cap \Gamma_i, \Gamma_i') \leq h/(2\beta), \quad i \in I_\Omega,
\]
and
- the maximum number of data sites in each spline cell is bounded by a constant \( \kappa \).

Then \( \bar{P} \) is a two-stage method of type \((n, \infty)\) with \( \nu_\infty \leq \sqrt{\kappa} \).

**Proof:** As soon as the data are sufficiently dense to ensure that \( \Xi_{\omega_i} \) is a total set for \( \mathcal{B}_n \), \( \|P_i\| \) can be estimated as \( \rho_i \leq \|\bar{P}_i\| \leq \sqrt{\#\Xi_{\omega_i}} \rho_i \), where
\[
\rho_i := \max \left\{ \|s\|_{L^\infty(\Gamma_i')} : s \in \mathcal{B}_n, \|s|_{\Xi_{\omega_i}}\|_\infty \leq 1 \right\}.
\]

see [4, Proof of Theorem 2.1]. It is easy to see that \( \Xi_{\omega_i} \) is a total set if and only if \( \rho_i < \infty \). Since \( |\omega_i| \leq rh \), the number of cells \( \Gamma_k \) satisfying \( \Xi_{\omega_i} \cap \Gamma_k \neq \emptyset \) is bounded by a constant. Hence, by (25), we have \( \#\Xi_{\omega_i} \leq \kappa \), which implies
\[
\|\bar{P}_i\| \leq \sqrt{\kappa} \rho_i.
\]

To find a bound for \( \rho_i \), we apply the techniques introduced in [14], see also [22, Proof of Theorem 3.8]. For \( s \in \mathcal{B}_n \), with \( \|s|_{\Xi_{\omega_i}}\|_\infty \leq 1 \), let \( x \in \Gamma_i \) be a point with the property \( |s(x)| = \|s\|_{L^\infty(\Gamma_i')} \). It follows from (24) that there is a data point \( \xi \in \Xi \cap \Gamma_i' \subset \Xi_{\omega_i} \) such that \( \|x - \xi\|_2 \leq h/(2\beta) \). Hence, using (23) we obtain
\[
|s(x) - s(\xi)| \leq \max_{y \in [x, \xi]} \|\nabla s(y)\|_2 \|x - \xi\|_2 \leq \frac{1}{2} \|s\|_{L^\infty(\Gamma_i')}.
\]

Thus,
\[
1 \geq |s(\xi)| \geq |s(x)| - |s(x) - s(\xi)| \geq \|s\|_{L^\infty(\Gamma_i')} - \frac{1}{2} \|s\|_{L^\infty(\Gamma_i')} = \frac{1}{2} \|s\|_{L^\infty(\Gamma_i')},
\]
and so \( \|s\|_{L^\infty(\Gamma_i')} \leq 2 \), which shows that \( \rho_i \leq 2 \). \( \square \)

It is easy to see that conditions (24) and (25) are compatible. For example, (24) is satisfied if \( \Xi \) is a uniform grid with side length \( h/(\beta \sqrt{d}) \). In this case (25) holds true with \( \kappa = (\beta \sqrt{d})^d \). Note that the numerical
values for \( \varkappa \) resulting from these estimates, e.g. 1296 for the above grid in case \( d = 2, n = 4 \), have little practical importance as they are very pessimistic. Indeed, our numerical results below show that the method described in this section (with \( d = 2, n = 4, r = 14 \)) performs very well for random data with just four data points per cell on average.

Condition (25) may seem counterintuitive because it suggests that in some circumstances the availability of additional data may be harmful. In fact, a close inspection of the error bounds for global discrete least squares from spline spaces with stable bases given in [9, 10] reveal that they also depend on the maximum number \( \varkappa \) of data sites in the spline cells. A similar phenomenon has been discussed in [17] for the moving least squares approximations. The following example shows that this is a genuine phenomenon and in general, the approximation error, and hence the norm of the discrete least squares operator, can indeed become arbitrarily large as the number of data sites is growing.

**Example 5.3.** Assume that \( \Gamma = (\frac{-h}{2}, \frac{h}{2})^2 \subset \omega \subset \mathbb{R}^2 \) is a grid cell for the space \( B^2_\omega \) and \( f(x, y) := 1 - x^2 - y^2 \). Choose \( k \geq 2 \) and consider the set of data sites \( \Xi = \Xi_1 \cup \Xi_2 \), where \( \Xi_1 := \frac{h}{4} \mathbb{Z}^2 \cap \omega \), and \( \Xi_2 \) is a finite subset of the circle segment

\[
\sigma := \left\{ (x, y) \in \left[-\frac{h}{2}, \frac{h}{2}\right]^2 : f(x, y) = s(x, y) := k h x + 1 - h^2/4 \right\}
\]

(see Figure 2(a)), defined as follows. Set \( r := \|f|_{\Xi_1} - s|_{\Xi_1}\|_2 \), and choose a positive integer \( N \) such that \( \delta := r/\sqrt{N} < h^2/72 \). Then \( \Xi_2 := \{ \xi_i = (x_i, y_i) : i = -3N, \ldots, 3N \} \), where \( y_i = \frac{h}{6N} \) and \( x_i \) is uniquely determined from the condition \( \xi_i \in \sigma \). Let \( s^* \in B^2_\omega \) be the discrete least squares approximation to \( f \) with respect to the data sites in \( \Xi \). We claim that

\[
\|f - s^*\|_{L^\infty(\Gamma)} > \frac{k h^2}{24}.
\]

As \( k \) can be chosen arbitrarily large, the approximation error is not contained in \( O(h^2) \).

**Proof of (26):** In view of \( s|_{\partial \Gamma} = f|_{\partial \Gamma} \), we have \( \|f|_{\Xi} - s|_{\Xi}\|_2 = r \). Since \( s \) belongs to \( B^2_\omega \), this implies \( \|f|_{\Xi} - s^*|_{\Xi}\|_2 \leq r \). It follows that there exists \( i_1 \) with \( 2N \leq i_1 \leq 3N \), such that \( |f(\xi_{i_1}) - s^*(\xi_{i_1})| < \delta \) and \( |f(\xi_{-i_1}) - s^*(\xi_{-i_1})| < \delta \). By a simple calculation we have \( |f(\xi_{i_1})| = |f(\xi_{-i_1})| \leq f(\xi_{2N}) < 1 - h^2/9 \). Hence \( \max\{s^*(\xi_{i_1}), s^*(\xi_{-i_1})\} \leq 1 - h^2/9 + \delta \leq 1 - 7h^2/72 \). Since \( s^*_\Gamma \) is linear along the line \( x = x_{i_1} = x_{-i_1} \), it follows that \( s^*(x_{i_1}, 0) \leq 1 - 7h^2/72 \). Similarly, there exists \( i_2 \) with \( 0 \leq i_2 \leq N \), such that \( |f(\xi_{i_2}) - s^*(\xi_{i_2})| < \delta \) and \( |f(\xi_{-i_2}) - s^*(\xi_{-i_2})| < \delta \), and as in the above it is easy to see that \( s^*(x_{i_2}, 0) \geq \min\{s^*(\xi_{i_2}), s^*(\xi_{-i_2})\} > 1 - h^2/16 \). Since \( s^*_\Gamma \) is linear along the line \( y = 0 \), and \( |x_{i_1} - x_{i_2}| \leq h/(4N) \), we conclude that the slope of this linear function is at least
Therefore, \(s^*\left(\frac{h}{2} \right) - s^*(x_{i_2}, 0) \geq (2k - 1)h^2/48\), and we deduce that \(s^*\left(\frac{h}{2} \right) - f\left(\frac{h}{2} \right) = [s^*\left(\frac{h}{2} \right) - s^*(x_{i_2}, 0)] + s^*(x_{i_2}, 0) - f\left(\frac{h}{2} \right) \geq (2k - 1)h^2/48 + (1 - h^2/16) - (1 - h^2/4) > kh^2/24\), and (26) follows. □

Clearly, (26) remains valid if \(B_2^2\) is replaced by \(B^2_n\). Note that the density assumption (24) is satisfied in the above example as \(f \in \mathcal{D}(\Xi \cap \Gamma) = h/(2\beta)\), with \(\beta = 2\sqrt{2}\) in (23) for \(n = 2\). Moreover, it is not difficult to see that \(k \geq \sqrt{\kappa}\) if \(\Omega\) is a local domain, which shows that the estimate \(\nu_\infty \leq \sqrt{\kappa}\) in Theorem 5.2 cannot be improved. The example also applies to the global least squares \((\omega = \Omega)\), in which case however \(\kappa \geq k^2/h^4\). The estimate \(\|f - s^*\|_{L^\infty(\Gamma)} \geq \sqrt{\kappa}h^2\) is obtained for the global least squares if the example is modified as follows: Replace \(f\) by the expansion of \(f\mid_\Gamma\) as a linear combination of 9 biquadratic B-splines whose supports contain \(\Gamma\), and, similarly, replace \(s\) by the spline in \(B_2^\Omega\) that interpolates \(s\) at the corners of \(\Gamma\) and vanishes at all other knots.

Precaution needs to be taken to avoid the effects demonstrated by this example. A simple remedy is to perform data thinning by removing “extraneous” data points while maintaining their sufficient density to guarantee the same approximation order of the method \(\hat{P}\). For example, assume for simplicity that \(\Omega\) is a \(d\)-dimensional cube and replace (24) by a stronger bound on the fill distance, \(fd(\Xi \cap \Gamma_i \cap \Gamma'_i) < h/(2\beta\sqrt{d})\), \(i \in I_\Omega\). If we now choose in \(\Omega\) a uniform \(d\)-dimensional grid with side length \(\varepsilon \leq h/(2\beta\sqrt{d})\), then every cell of this grid will contain at least one data point. By selecting a single point in each cell, and discarding all points of \(\Xi\) that have not been selected for any cell, we arrive at the thinned data \(\Xi'\) satisfying (24). Moreover, the number of points of \(\Xi'\) lying in a single spline cell \(\Gamma_k\) is bounded by \((h/\varepsilon)^d\), which shows that (25) is satisfied for \(\Xi'\) with \(\kappa \approx \varepsilon^2\). Alternatively, thinning may be performed in the local approximation stage (i.e. effectively built into the local operators \(\hat{P}_i\)) as described e.g. in [7].

If certain subregions of \(\Omega\) are populated by significantly denser data, and higher approximation quality is required there, then hierarchical spline techniques [8] are more appropriate than data thinning. However, an analysis of hierarchical spline methods is beyond the scope of this paper.

5.3. Weighted discrete least squares. In this section, we develop an alternative framework based on a suitably weighted discrete least squares fit. It is leading to a two-stage method \(\hat{P}\) of type \((n, p)\) for any \(p > d/n\) with uniform bound \(\nu_p \approx 1\), independent of the number or distribution of data sites provided that the data are sufficiently dense. Since \(p > d/n\), Sobolev embedding theorem guarantees that every \(f \in W_p^n(\Omega)\) can be changed on a set of measure zero to become a continuous function. Therefore the point evaluation is well defined for any \(f \in W_p^n(\Omega)\).
We first group data as follows: given an integer $\mu \geq 2$, we define the sequences $U^\mu$ by piecewise uniform refinement of the knot sequences $T^\mu$,

$$u^\mu_{\mu \ell + m} := t^\mu_\ell + l^\mu_\ell \frac{m}{\mu}, \quad \ell \in \mathbb{Z}, \ m = 0, \ldots, \mu - 1, \ \iota = 1, \ldots, d.$$  

The corresponding subcells are denoted by

$$\gamma_k := [u^1_{k+1}, u^1_{k+1} + 1] \times \cdots \times [u^d_{k+1}, u^d_{k+1} + 1], \quad k \in \mathbb{Z}^d.$$  

In this way, always $\mu^d$ subcells of equal size form a disjoint union of the grid cells. For all $k \in \mathbb{Z}^d$, the side lengths of $\gamma_k$ are bounded from above by $h/\mu$ and from below by $h/\mu / \varrho$.

To compute a local approximation $\hat{P}_i f$, we select a subset $\Xi'_i \subset \Xi$ of data sites such that

$$|\Xi'_i| \leq (r - 2/\mu) h \quad \text{and} \quad \Gamma'_i \subset \hat{\omega}_i := \bigcup_{\xi \in \Xi'_i} \gamma_\xi,$$

where $\gamma_\xi$ denotes the subcell containing the point $\xi$. This is possible if the data are sufficiently dense in the sense that every subcell in the inner grid cell $\Gamma'_i$ contains at least one data site. This is guaranteed, for example, when $f(d(\Xi \cap \Gamma'_i, \Gamma'_i) < h/\mu / \varrho$. We remark that $\hat{\omega}_i$ is not required to be a subset of $\Omega$. However, $\omega_i := \hat{\omega}_i \cap \Omega$ is a local domain since $|\omega_i| \leq |\hat{\omega}_i| \leq |\Xi'_i| + 2h \mu \leq hr$.

Suitable local approximation schemes can be obtained by solving weighted discrete least squares problems. For a fixed $i \in I_\Omega$, we define the weight $d(\xi)$ as the quotient of the volume of $\gamma_\xi$ and the number of data sites in $\gamma_\xi$,

$$d(\xi) := \frac{\text{vol}(\gamma_\xi)}{\# \{\Xi \cap \gamma_\xi\}}.$$  

Abbreviating $\omega := \omega_i$ and $\hat{\omega} := \hat{\omega}_i$, we define the operator

$$\hat{P}_i : C^0(\omega) \ni f \mapsto \hat{a}_\omega B(\hat{\omega}) \in \mathcal{B}_\omega^m$$  

via the normal equation $\hat{G} \hat{a}_\omega = \hat{F}$, where

$$\hat{G}_{j,k} := \sum_{\xi \in \Xi'_i} B_{\omega,j}(\xi) B_{\omega,k}(\xi) d(\xi), \quad \hat{F}_j := \sum_{\xi \in \Xi'_i} B_{\omega,j}(\xi) f(\xi) d(\xi), \quad j, k \in I_\omega.$$  

That is, the spline $\hat{a}_\omega B(\hat{\omega})$ is minimizing the weighted error

$$\sum_{\xi \in \Xi'_i} (\hat{a}_\omega B(\hat{\omega}) (\xi) - f(\xi))^2 d(\xi) \rightarrow \min$$  

at the data sites in $\Xi'_i$. Of course, in applications, $\hat{a}_\omega$ can be determined numerically by more suitable methods, such as QR-factorisation, rather than resorting to the normal equation.

The case $p = \infty$ is considered first.
Theorem 5.4. For sufficiently large $\mu$, let condition (27) be satisfied for all $i \in I_\Omega$. Then the local operators $\hat{P}_i$, $i \in I_\Omega$, are well defined, and the corresponding two-stage method $\mathcal{P}$ is of type $(n, \infty)$ with $\nu_\infty \leq 1$.

Proof: Clearly, $\hat{P}$ is reproducing polynomials of order $n$ as soon as the matrix $\hat{G}$ is nonsingular, which will be shown below under the assumption that $\mu$ is sufficiently large. Since $\hat{P}_i$ is linear, it suffices to show that

$$\|\hat{P}_i f\|_{L^\infty(\Gamma_i')} \leq \|f\|_{L^\infty(\omega)}, \quad f \in C^0(\omega),$$

for all $i \in I_\Omega$, where we drop the index $i$ of $\omega_i$, again.

Let $\hat{G}$ be the Gramian matrix of continuous least squares, as defined in (21), for the set $\hat{\omega}$. We have $\Gamma_i' \subset \hat{\omega}$ and $|\hat{\omega}| \leq rh$. Hence, following the arguments used in the proof of Theorem 5.1, we conclude that the smallest eigenvalue of $\hat{G}$ is bounded from below by $\lambda_{\min} \geq h^d$.

Next, we show that $\hat{G}$, as a small perturbation of $G$, inherits this property of the smallest eigenvalue. For a suitable set $L \subset \mathbb{Z}^d$ of indices, the local domain $\hat{\omega}$ can be written as the disjoint union $\hat{\omega} = \bigcup_{\ell \in L} \gamma_\ell$ of subcells. Abbreviating $b := B_{\hat{\omega}} B_{\omega,k}$ and $\Xi_{i,\ell} := \Xi_i \cap \gamma_\ell$, we have

$$\tilde{G}_{i,k} - \hat{G}_{i,k} = \sum_{\ell \in L} \left( \int_{\gamma_\ell} b - \sum_{\xi \in \Xi_{i,\ell}} b(\xi) d(\xi) \right).$$

For a fixed $\ell$, all points in the inner sum have the same weight $d(\xi) = \text{vol}(\gamma_\ell)/\#\{\Xi_i \cap \gamma_\ell\}$. Since $b$ is continuous on the connected set $\gamma_\ell$, the intermediate value theorem implies existence of a point $\eta_\ell \in \gamma_\ell$ with

$$b(\eta_\ell) = \frac{1}{\#\{\Xi_i \cap \gamma_\ell\}} \sum_{\xi \in \Xi_{i,\ell}} b(\xi).$$

Hence, by the mean value theorem,

$$\left| \int_{\gamma_\ell} b - \sum_{\xi \in \Xi_{i,\ell}} b(\xi) d(\xi) \right| = \left| \int_{\gamma_\ell} (b - b(\eta_\ell)) \right| \leq h_\mu |b|_{W^1_\infty(\gamma_\ell)} \int_{\gamma_\ell} 1.$$ 

By (7), the gradient of $b$ is bounded by $|b|_{W^1_\infty(\gamma_\ell)} \leq h^{-1}$ so that

$$|\tilde{G}_{i,k} - \hat{G}_{i,k}| \leq \frac{h_\mu}{h} \sum_{\ell \in L} \int_{\gamma_\ell} 1 = \frac{\text{vol}(\hat{\omega})}{\mu} \leq \frac{h^d}{\mu}.$$ 

$$\|\hat{\omega}\|$$ is bounded by a constant, implying that $\|\hat{G} - \hat{\tilde{G}}\|_2 \leq h^d/\mu$. Since $\hat{G}, \tilde{G}$ are symmetric, the smallest eigenvalue $\lambda_{\min}$ of $\hat{G}$ satisfies

$$|\lambda_{\min} - \hat{\lambda}_{\min}| \leq \|\hat{G} - \tilde{G}\|_2 \leq h^d/\mu,$$

which together with $\lambda_{\min} \geq h^d$ implies

$$\hat{\lambda}_{\min} \geq \hat{\lambda}_{\min}/2 \geq h^d,$$

provided that $\mu$ is large enough.
In particular, $\hat{G}$ is invertible, saying that $\hat{P}_i$ is well defined. Further, $\|\hat{G}^{-1}\|_\infty \ll h^{-d}$ follows as in the proof of Theorem 5.1. The components of $\hat{F}$ are bounded by

$$|\hat{F}_j| \leq \sum_{\ell \in L} \sum_{\xi \in \Xi_{i,\ell}} |B_j(\xi)| \|f(\xi)|d(\xi)
$$

$$\ll \|f\|_{L^\infty(\omega)} \sum_{\ell \in L} \text{vol}(\gamma_\ell) \leq h^d \|f\|_{L^\infty(\omega)}.$$

Hence, $\|\hat{a}_i\|_\infty \leq \|\hat{G}^{-1}\|_\infty \|\hat{F}\|_\infty \ll \|f\|_{L^\infty(\omega)}$, and by (6),

$$\|\hat{P}_i f\|_{L^\infty(\Gamma'_i)} \leq \|\hat{a}_i B\|_{L^\infty(\omega)} \leq \|\hat{a}_i\|_\infty \ll \|f\|_{L^\infty(\omega)},$$

as requested.

Results for the case $d/n < p < \infty$ can be derived if the sets $\Xi_i$ of data sites used for the local approximation are chosen such that $|\Xi_i| \leq (r^2/\mu)h$, as before, but now

$$\Gamma'_i \subset \omega_i := \bigcup_{\xi \in \Xi_i} \gamma_\xi \subset \Omega.$$

That is, data sites whose neighborhood $\gamma_\xi$ is not contained in the domain $\Omega$ are discarded.

**Theorem 5.5.** Let $p > d/n$. For sufficiently large $\mu$, let condition (28) be satisfied for all $i \in I_\Omega$. Then the local operators $\hat{P}_i$, $i \in I_\Omega$, are well defined, and the corresponding two-stage method $\hat{P}$ is of type $(n,p)$ with $\nu_p \ll 1$.

**Proof:** The properties of $\hat{G}$ derived in the preceding proof are valid also here. In particular, by the equivalence of norms, $\|\hat{G}^{-1}\|_p \ll h^{-d}$ for $\mu$ sufficiently large. The components of $\hat{F}$ are bounded by

$$|\hat{F}_j| \leq \sum_{\ell \in L} \sum_{\xi \in \Xi_{i,\ell}} |B_j(\xi)| \|f(\xi)|d(\xi)
$$

$$\ll \sum_{\ell \in L} \text{vol}(\gamma_\ell) \|f\|_{L^\infty(\gamma_\ell)} \leq h^d \mu \sum_{\ell \in L} \|f\|_{L^\infty(\gamma_\ell)}.$$

The side lengths of the subcells $\gamma_\ell$ lie between $h_\mu/g$ and $h_\mu$. Hence, transferring the Sobolev inequality

$$\|f\|_{L^\infty(\omega)} \ll \|f\|_{L^p(\omega)} + |f|_{W^{\mu,p}(\omega)}, \quad u := [0,1]^d,$$

from the unit cube $u$ to $\gamma_\ell$ by scaling, we see that

$$\|f\|_{L^\infty(\gamma_\ell)} \ll h_\mu^{-d/p} (\|f\|_{L^p(\gamma_\ell)} + h_\mu^n |f|_{W^{\mu,p}(\gamma_\ell)}).$$

The number $\#L$ of subcells $\gamma_\ell$ forming $\omega$ is bounded by $\#L \ll \mu^d$. Hence, by Hölder’s inequality, the 1-norm and the $p$-norm in $\mathbb{R}^{\#L}$ are
related by $\| \cdot \|_1 \preceq \mu \frac{d}{p}$, and we conclude

$$|\hat{F}_j| \leq h^{d/p'} \mu^{d/p'} \left( \sum_{\ell \in L} \| f \|_{L^p(\gamma_\ell)}^p \right)^{1/p} + h^n \left( \sum_{\ell \in L} |f|_{W^p(\gamma_\ell)}^p \right)^{1/p},$$

\[ \leq h^{d/p'} \left( \| f \|_{L^p(\omega)} + h^n |f|_{W^p(\omega)} \right). \]

Hence, $\| \hat{a}_\omega \|_p \leq \| \hat{G}^{-1} \|_p \| \hat{F} \|_p \leq h^{-d/p} \left( \| f \|_{L^p(\omega)} + h^n |f|_{W^p(\omega)} \right)$. Finally, by (6),

$$\| \hat{P}_i f \|_{L^p(\Gamma_i^*)} \leq \| \hat{a}_\omega B_\omega \|_{L^p(\omega)} \approx \| f \|_{L^p(\omega)} + h^n |f|_{W^p(\omega)},$$

and the proof is complete.

2 Note that the inequality $\| \hat{P}_i f \|_{L^p(\Gamma_i^*)} \approx \| f \|_{L^p(\omega)}$ does not hold in general, and so we genuinely need here the second part of Definition 4.5 rather than the stronger condition (18) used in Theorems 5.1, 5.2 and 5.4.

6. Numerical Results

In this section we consider a scattered data approximation problem on a trimmed domain, such as it may occur for example in reverse engineering. We investigate the numerical performance of the two-stage method, and compare it with global least squares approximations in both standard B-spline and EB-spline spaces.

The sample domain $\Omega$ is a sector of angle $4\pi/3$ and radius 4, centered at the origin. Knot grids are chosen equidistant with grid width $h$ ranging between 1 and $1/64$, and shifted such that the point $(h/\pi, 17/46)$ is a vertex for each grid, see Fig. 3(a). Given $h$, the data sites $\Xi$ are randomly chosen such that, on average, every inner grid cell contains 4 point. Some sites are moved close to the vertices of an auxiliary grid with width $h/2$ to ensure sufficient local density. The data values are sampled from the function $f(x,y) = \sin x \cdot \sin y$.

We compare variants on bicubic spline approximation, i.e., $n = 4$: First, a global discrete least squares fit (global B-LS) using standard tensor product B-splines, second, a global discrete least squares fit using EB-splines (global EB-LS), and third, a two-stage weighted discrete least squares fit with EB-splines (two-stage EB-WLS). We use the following local domains $\omega_i$ to define the two-stage approximation operator $\mathcal{P}$ according to Definition 4.1:

$$\omega_i := \Omega \cap [t_{i-6}^d, t_{i+8}^d] \times \cdots \times [t_{i-6}^d, t_{i+8}^d], \quad i \in I_\Omega.$$  

We choose $\mu = 2$ to define the subcells for the local weighted discrete least squares, see Section 5.3.

Fig. 3 (right) shows the error of EB-spline approximants as it typically occurs for both global and two-stage least squares. (The results for global and local methods are in fact very similar.) Thanks to the
stability of the basis, the errors in the interior and near the boundary are of comparable size.

Fig. 4 and Table 1 present numerical results, where the maximum, respectively, mean errors are estimated by evaluation on a fine $800 \times 800$ grid. In Fig. 4, the error of the global least squares is not shown since it is very close to the error of the two-stage method. The partially large errors of the global B-spline algorithm indicate the corruptive effect of straying coefficients of outer B-splines. This behavior is an intrinsic property of the spline space rather than an artifact caused by
### Table 1. Mean error

The experimental rate of convergence (ERC) confirms the theoretical error bound $O(h^4)$. By contrast, the algorithms based on EB-splines, in particular the two-stage WLS method, reveal the theoretically optimal order of convergence.

<table>
<thead>
<tr>
<th>$h$</th>
<th>Mean error</th>
<th></th>
<th>Mean error</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>global LS B-Splines</td>
<td>global LS EB-splines</td>
<td>ERC</td>
<td>ERC</td>
</tr>
<tr>
<td>1</td>
<td>9.01E-002</td>
<td>9.56E-004</td>
<td>9.66E-004</td>
<td></td>
</tr>
<tr>
<td>1/2</td>
<td>8.13E-003</td>
<td>3.95E-005</td>
<td>3.95E-005</td>
<td>24</td>
</tr>
<tr>
<td>1/4</td>
<td>5.22E-006</td>
<td>1.81E-006</td>
<td>1.83E-006</td>
<td>22</td>
</tr>
<tr>
<td>1/8</td>
<td>1.16E-007</td>
<td>1.07E-007</td>
<td>1.08E-007</td>
<td>17</td>
</tr>
<tr>
<td>1/16</td>
<td>7.16E-007</td>
<td>6.47E-009</td>
<td>6.49E-009</td>
<td>17</td>
</tr>
<tr>
<td>1/32</td>
<td>7.28E+009</td>
<td>4.00E-010</td>
<td>4.01E-010</td>
<td>16</td>
</tr>
<tr>
<td>1/64</td>
<td>3.62E+011</td>
<td>2.46E-011</td>
<td>2.50E-011</td>
<td>16</td>
</tr>
</tbody>
</table>
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